Theoretical Study of Fourier
Series Estimator in
Semiparametric Regression for
Longitudinal Data Based on
Weighted Least Square
Optimization

by Kuzairi Kuzairi

Submission date: 24-Jul-2023 08:42PM (UTC+0700)
Submission ID: 2136089461

File name: Kuzairi_SF_2020_sdh.pdf (425.47K)
Word count: 3082

Character count: 15803



ATLANTIS
PRESS

Advances in Social Science, Education and Humanities Research, volume 410

1st International Multidisciplinary Conference on Education, Technology, and
Engineering (IMCETE 2019)

Theoretical Study of Fourier Series Estimator in
Semiparametric Regression for Longitudinal Data
Based on Weighted Least Square Optimization

1" Kuzairi
Department of Mathematics, Faculty of
Mathematics and Natural Sciences
The Islamic University of Madura
Pamekasan 69317, Indonesia.
Ph.D. Student in Department of
Mathematics, Faculty of Sciences and
Technology
Airlangga University
Surabaya 60115, Indonesia
kuzairi8 1 @ gmail .com

Abstract—Semiparametric regression approach is a
combination of two components, namely the parametric
regression component and the nonparametric regression
component. The data used in this study is longitudinal data.
Longitudinal data is data obtained from repeated observations
of each subject at different time intervals. This data correlates
to the same subject and is independent between different
subjects. In this study the parametric component is assumed to
be linear and the nonparametric component is approximated by
the Fourier Series function. In this study, we determine the
estimator for semiparametric regression parame
longitudinal data using Weighted Least Square (WLS). In the
semiparametric regression based on Fourier series estimator for
longitudinal data, the optimal oscillation parameter k will be
selected. To get the estimation of model parameters, the WLS
optimization is performed and GCV method is used to
determine the optimal k. After obtaining the optimal oscillation
parameters from the minimum GCYV, the oscillation parameters
are used again in the Fourier series semiparametric regression
modeling. The criteria for goodness of the model use R? and the
value of MSE. The best model is a model that has a high R?
value and a small MSE value.

Keywords: Fourier, semiparametric regression, longitudinal
data based

I INTRODUCTION

Regression analysis is one method that often used in
Statistics. ."he purpose of the regression analysis is to
determine the pattern of the relationship between the response
variable and the predictor variable, in order to estimate the
shape of the regression function. [1]. In regression analysis
the relationship pattern between the response variable and the
predictor variable, is not always parametric patterned such as
linear, quadratic, cubic and others. There are several cases
where the pattern of relationships between response variables
and predictor variables have uncertain pattern, it can be
solving with nonparametric regression such as spline [2],
local polynomial [1], local linear [3], kernel [4], and Fourier
series [5]. Evenly, in some other cases, there are some pattern
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that have uncertain pattern, and the others have certain pattern
like linear. So, the pattem can be sc)':d based on
semiparametric regression analysis [6]. Semiparametric
regression is a combination of parametric regression and
nonparametric  regression. Recently, semiparametric
regression 1s not only developing in cross section data, but
also longitudinal data.

Longitudinal data is the data that be obtained from
repeated observations (repeated measures) for more than one
subjects on several individuals (cross-sectional) in a row
(time series), with the assumption that observations in the
same object are interdependent but observations between one
object and the other are mutually independent [7]. Research
using longitudinal data is usually more complex and requires
greater costs than cross-sectional research, but is more
reliable in finding answers about the dynamics of changes
that occur in certain objects. Longitudinal data analysis can
be done with parametric, nonparametric or semiparametric
approaches. However, because the object is observed
repeatedly in different periods of time, it causes the curve
model of the relationship between variables is not clear, so
the approach that can be used to see the effect of time on the
response is nonparametric regression.

In this paper, we discuss about semiparametric regression
for longitudinal data with linear function as parametric
component and Fourier series estimator as nonparametric
component. Fourier series is a Mathematical function that
often be used In nonparametric regression specially to make
prediction for trend —seasonal data pattern [8]. Moreover, the
advantage of the Fourier series is that it is able to overcome
the data patterns that have oscillation pattern [9]. Research
about Fourier series estimators [5], [10], [11], [12]. All of
recent study is about cross section data. In this case, we
develop Fourier series estimator for longitudinal data, based
on previous study that Fourier series estimator has been
developed in nonparametric regression for longitudinal data
[13]. In this study, the parametric component and the
nonparametric component parameters in semiparametric
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regression can be estimated based on Weighted Least Square
(WLS) optimization. This theoretical study in this paper is a
fundamental result for the development of Fourier series
estimator in semiparametric regression for longitudinal data.

1L THE FOURIER ESTIMATOR IN SEMIPARAMETRIC
REGRESSION FOR LONGITUDINAL DATA BASED ON
WEIGHTED LAST SQUARE (WLS)
Semiparametric regression for longitudinal data as follows
[12]:

P o
ZRL Y A TN D
i=1 g=1
(1)

Inequation (1), the semiparametric regression approach
used consists of parametric regression components which
are approximated by linear functions with predictor variables
x as much as p , and nonparametric regression functions with
predictor variables t as much as g . Response variable
denoted by y . Regression coeffifnt for parametric
component denoted by S . Regression curve for
nonparametric component represented with gq{tqg j), here j
depends on the number of observations. An error random
which independent and identically distributed with mean 0,
and variance g ? denoted by £ [11]. Regression curve in (1)
approached by Fourier series estimator. Fourier series is
a function of trigonometric polynomials which has a high
degree of flexibility. Fourier series is a curve that shows the
sines and cosines functions. If given g(t) is a function that
can be integrated and differentiable in intervals [a,a + 2L],
then the Fourier series representation of the interval
associated with f(t) containing the cosines Fourier based on
Bilodeau, 1992 [5], with definition as follows :

Definition 1

if g(t) the function is E‘iﬂ, or if g(—f) = g(t) then the
Fourier coefficient. b” =0 Thus the Fourier series is called

the Fourier cosine series. If g(t) it can be integrated at

intervals [0, L], then the Fourier cosine series is as follows:

K
g(t)= Loy D a,cosk’t
2 5
(2)
. . hrw . . .
with & zT:n: 1,2,3,... The Fourier coefficient is
determined by the formula as follows:

2k 2%
a, = ng(:)a‘f;aﬂ = Zj-g (1)cosk"idt
0 0

The Fourier series in equation (2) only accommodate
seasonal pattern. For accommodating trend and seasonal
pattern, [5], appended and modified equation (2) with linear
function as follows:
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K
g(r})=br,a;2°+2a* cosk't,
k=1

(3)
One of estimator used in semparametric regression is Fourier
series that be proposed by Bilodeau on 1992 at the first time
[5]. In this case, the Fourier series estimator is applied for
longitudinal data. Longitudinal data is the data structure that
contains elements of cross section and time series data. The
advantage of using longitudinal data, can to find out the
changes that occur in subjects, because the observations are
repeated  for  each  subject [7]. Given data

(x,, Xy seens Xpolpaly s by and y}.) , relationship between X,
and }; assumed to follow the parametric regression model,

and the relationship between f, and ), assumed to follow a

nonparametric regression model, so the semiparametric
regression estimator Forier series for longitudinal data as
follows :

P 0
Yy = ﬁm + Z ﬁ.-uxluu + Z (bm'rw' +
P

Ly - .

> +§(amcoshw.))+s”.
C)]

with £ A ..., 3, are parameters in parametric regression

that will be

b,,b b..a,..a a,,.a

12 Pair e Ugis Ujs Upajne e Yyyio

estimated,

s Qi e Gy are

parameter in nonparametric regression that the values will be
estimated, presents the number of oscillation parameter that
be inputted. A random error that independent and identically

distributed is denoted by & .

Equation (4) can be formed as matrices equation as follows
y=Xp+Tn+e
(5)

with
T
y= ():II’yIZ"'“")’.Im"""J':nl"}:nl"'"")’.nm )
T
B=(BoisBriseesBriseeos Bons Brrews B ) ;

SZ(S £z & £ Enz"‘"gnm)r

1271227772 = m 27772 Zal?

/ / / / 1
ﬁ{ﬁp%? 24 w—ef{m-fzp%}"ﬁ ﬂ,w—s%s—sthf?z oLy peeal h"""lz,a"% ﬂw»-’qq,]

.'/l X X v Xy o 0 0 0

[Toxy xy, Tz 090 o0

[T % % o X o 000 0 0
X=[t & r bbb bbb

: 0 0 0 0 e Xy, Xy Xy,

[ 0 e 0 e X, xg, o Xz

| 0 0 0 e 0 e T X, Xy, X,
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fy 1oecosty, cos it 1 cost, coskt,, - 0
fye 1 cost, coskt,, ©ot,, 1ocost coskt,, - 0
e 1ocosh cosk,, th. 1 cost, - coskr . 0
T= H H H ‘ H H :
00 0 0 00 0 0 f
00 0 0 00 0 0 fa
00 0 0 000 0 0 i
The estimation of Fourier series the semiparametric

regression for longitudinal data model (4) using WLS
(weighted Least Square). Theorem 1 presents Fourier series
estimator for semiparametric regression for longitudian data
as follows:

Theorem 1

If a semiparametric regression equation is given for
longitudinal data with a regression curve approximated by the
Fourier series as in equation (4), then the Fourier series
estimator is as follows:

ﬂ]] + Zﬁm pij + Z[ qi° gif

=1 g=1

1]{,!1

+ Z (dy,; coskt,;))

(6)
Proof :
Semiparametric regression equations for longitudinal data in
equation (4) are given which are & normally distributed with
. 2
mean 0 and variance &

E(yy) = E| ﬁf' +zﬁﬂ ru+z i

PE]

K
O - -~
te; +—+z "'chm“w)H ;,”]
‘-‘ k=1

E(y,)=E| ﬁu +Z[iﬂrm+z( X w+%+§(%msm”))]+£(;;,,}

=l

=1

a I3
.ﬁ( )= E' ﬁu +Zﬁﬂ PEDNCER +“‘%+Z(aw,msraw))] +0
1 < kA

So obtained

. P o .
By = But 2 By + 2 (bt +
=

o

w +Z dy,

coskt, )

i

Theorem 2

If the semiparametric regression equation for longitudinal

data approximated by the Fourier series estimator is presented

in the form of a vector equation as in equation (5) then:

i. Estimators for parametric component parameters that do
not contain other parameters are as follows:
B=MX"WX)'X"Wy - MX"WX) ' X"WT(T"WT) ' T"Wy (7)

= M(XTWX) " X7 - XTWTT™WT) ' T" }“’y

il. Estimators for no nparametric component parameters that
do not contain other parameters are as follows:

i =NT"WT) " T"Wy -N(T"WT| "T"WX[X"WX) ' X"Wy (10)
SNT'WT) T —T"WX(X WX X" Wy

iii. Estimators for semiparametric regression curves in vector

equations are as follows

=Xp+Th (11)

1
1

1
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[1] 0 0o 0 0 0]
0 0 o 0 0 0
0 0 [} 0 0
oSty coskt, - f, 1 cosi, coskr
COSH,, coskt,, - t, 1 cost, - coskr,
cost, . - coski,, t 1 ecost oo cosht
Proof

Parameter estimation in the Fourier series semiparametric
regression model for longitudinal data obtained by
optimization of Weighted Least Square (WLS) is done to
minimize the goodness of fit of the semiparametric
regression model with the Fourier series approach for
longitudinal data
'R"'.l }[Rfj 1= mm £ "We= mln {f)f—l'[x. t])rﬁr’fy—l'[x.t])}[lz]

by clabmatmg on equatlon ( 12], WLS optimization from
is given as fallows :
R(p )=y "Wy -2y "WXB
(13)

— 20 T Wy + 2" X "W+ X WXB+ ' T"WTq

for obtaining cstimator from P, can be determined by
doing partial derivatives, R(P,m) to P with condition
OR(B,m)/ 0P equals to 0, so it can be resulted as
follows :

B=(X"WX)" (X"Wy - X"WTq) (14)
With similar step, for obtaining estimator from 1 can be
determined by doing partial derivatives R(B,m) to n
with condition R(B,n) equal to 0. So, it can be resulted

as follows :

fl _ (T.l-WT)-I {_[,lwy_ T'WX'}} )

Proof

i. Estimator in equation (14) and (15) are still include
parameter. According to Statistical inference theory, this
condition will imply to unsatisfied sufficiency criteria.
So, in this study, parameter vector estimator for
parametric and nonparametric component that be
determined so that it is free from parameters. The

procedure is substitution method. To get p that free from

parameter substitute equation (15) into equation (14)

p=(x"Wx)" [x"\w -X"Wr {{T"wr)’1 [T"Wy ~T"WX} }”

So, it can be resulted that

B=M(X"WX) X" Wy -M(X"WX) " X'WT(T'WT] ' T"Wy 16)

>

=M(X"WX)
=A(K)y

with

AK)=M(XTWX)' X=X WIT WT) T W

X XTI (TWT) 1wy

To get n that free from parameter substitute equation
(14) into equation (15).
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a=(Twr)’ [T’W’y -T‘wx{[x‘wx)" [X"Wy- x‘wrr]}}]
So, it can be resulted that
i N(T'WT) " T'Wy-N(T'WT) " T"WX (X'WX) 'X"Wy an
=N(TWT) T T WR (XWX X Wy
~BK)y
with
B(K)=N(T"WT)" {rT ~T"WX(X"WX) ' X" }W
i. After obtaining an estimator for parametric and
nonparametric components, then determ.: the estimator
of the semiparametric regression model with the Fourier
series for longitudinal data as follows:
y=Xp+Tn+e &0 IN(0,0°)
E(y)= E(XB+T‘I‘|+,E)
E(y) = E(XB+Tn) + E(g)
E(y) = E(Xp+Tn)
v =Xp+Ti
= XAK)y + TBK)y
= (XAK)+ TB(K))y
=C(K)y
(18)
with C(K) = XA(K) + TB(K) is a hat matrix

ii

S0 that

-

MI.  THE CRITERIA FOR GOODNESS OF FIT

Generalized cross wvalidation (GCV), the selection of
optimal bandwidth is very important in regression analysis.
choosing a bandwidth that is too large results in the plot
estimation results of the model will move away from the

initial data plot so that it becomes very smooth
(oversmoothing).
by formula
MSE (K
GCV(K}= [ } (19]

[[nm ]_l tra.r_'e(f—C[K])]_

Coefficient of determination (R%), a value or measure used
to measure how well the regression line matches the actual
data is called the coefficient of determination (R?). The value
of the coefficient of determination can be obtained by the
following formula:

A o\ (n —
R = w (20)
(Y-¥) (¥-¥)

Mean Square Error (MSE), i1s the estimated value of the
error variance determined by the following equation:
MEE(K) = (nm) 5" (1-C(K)) W (I1-C(K))y @D

The best model that can be used for prediction met the
goodness of criteria. The goodness of criteria is the smallest
GCV value for an optimal oscillation parameter, the smallest
Mean Square Error (MSE) value, and the big of determination
coefficient value.
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IV. CONCLUSION
Given the Fourier series semiparametric regression
models for longitudinal data in equation (4) are
random errors are normally distributed with mean 0 and

variance & . Based on the analysis conducted it can be
concluded in the estimation of the semiparametric regression
model for longitudinal data based on the fourier series
estimator the parameter estimation for the parametric
component is in equation (7). while the estimated
nonparametric component is in equation (10). The &
parameter can be selected based on the minimum GCV at an
optimal &. The choice of minimum GCV affects the small
MSE value and (R?) is high so that the model can be used
according to application
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