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Abstract. Analysis of regressionis one technique that is often used in statistical analysis. There
are three regression analysis approaches, such as paramefric regression, nonparametric
regression and semiparametric regression. Semiparametric regression consists of parametric
components and nonparametric components. Parametric component that used such as linear
estimator and nonparametric component by using a Fourier series estimator. Semiparametric
regression approach that use Fourier series, have an advantages which is can resolve oscillation
data pattern. This study compares the three Fourier series estimators such as sine, cosine, and
combination between cosine and sine or complete estimator for longitudinal data. Longitudinal
data can explain more complete information than cross section data or time series data. The
purpose of this study is to introduce another Fourier series for the application of electricity
consumption in Madura 1sland. The results of this study indicated the optimal model in
predicting electricity consumption in Madura island. The best estimator is the Fourier series
estimator with the smallest Generalized Cross Validation (GCV) and Mean Square Error
(MSE), and the biggest determination coefficient values by considering the parsimony of the
model.

1. Introduction
Regression analysis is one of the tools oft@ used in statistical science to determine the pattern of
relationship between two or more variables. In regression analysis the relationship pattern between the
response variable and the predictor variable is not always the param@@ic pattern used when the form
of the function is known based on the theory and past experience, such as linear, quadratic, cubic,
exponential and others [1]. There are many cases where the pattern of relationship between the
response variable and the predictor variable is nonparametric pattern, which is used if the shape of the
regression function is assumed to be unknown [2]. Several studies on nonparametric regression with
spline estimators have been discussed in [3.4], local linear estimators by [5], kernels by [6.7] and the
Fo.ier series by [8,9.10].

Semiparametric regression is a combination of parametric regression and nonparametric regression
[6]. The combinationin this case is intended that the semiparametric regression includes both
parametric regression and nonparametric regressionmodel. Several studies on semiparametric
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regression include spline in [11], local linear estimators [12] and Fourier series estimffors in [4,13,14].
One of the advantages of the semiparametric regression approach using the Furier series is that it is
able to overcome data that have trigonometric distribution, in this case sine and cosine. Data patterns
that are consist of the fourier series approach are repetitive data patterns that are repetitions of
different predictor variables [15]

Longitudinal data in its development are widely used for regression analysis. The study showed
that longitudinal data is more difficult than cross section data which known as very commonly use in
regression analysis. Longitudinal have several advantage such as it is reliable in evaluating the
dynamics change and it is able to provide more complete information. Beside that it can determine
changes occur in individuals, did not need a lot of subject and the last advantages is more efficient
assessment in each observation [16]. Some researchers use longitudinal data with Spline Trancated
estimators have been discussed in [17], Fourier series estimators [9].

Electricity is inseparable part of human life. Electricity has become a primary need for human life.
electricity usage has been in various sectors of human life including educational activities, offices, the
economy, households, and etcetera. Deficiancy outage within a few hours will influence in state losses
and will also have an impact on the economy, education, social, and even psychological. Like other
energy sources, electricity also has a capacity and limited capacity. Electricity usage is the maximum
electrical energy usage load that is recorded based on daily, weekly and even annual time

2. Three forms of fourier series estimator in semiparametric regression for longitudinal data
The semiparametric regression model is a modeling approach that was initiated by Engle [18] and
over the last few decades many have been developed both in theory and application. The
semiparametric regression models for longitudinal data are as follows:

£ r

Yy =Bt 2B (X,)+ 28, (1 )+ & with i=1.2,m, j=12,...m (1)
p=l 1=

il equation (1) where y,is the response variable i, observation j, the parametric component is

approximated by linear functions with predictor variables x to p and nonparametric components are
approximated to fourier series with predictor variables t to [. is rendom error, where. Fourier series
estimators are trigonometric polynomials that have high flexibility, so they can adapt etfectively to the
nature of local data. Fourier series estimators are used to describe both curves, namely sine and cosine
waves

Definition 1
If given g(r )is a function that can be integrated and differentiated at intervals [a,a + L], then the

representation of the Fourier series at that interval related to g(t )conmining the trigonometric

components of sines and cosines is as follows:

g(r)z%JrZ(ancosk‘rer" sink *t) 2)
n=l
n
withk™ = Z n=1,2,...As for the Fourier coefficient, it is determined by the following formula:
l +2L a+2L 1 a+2L
=_ =7 t)cosk'tdt, b =— t)sink tdt [15
7 I I (1) =7 j g(7) [15]
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Definition 2 (]
If g(t):'s an odd function, or if g(—t)=—g(t), then the Fourier coefficient a, =0. Those the

Fourier series is called the Fourier sine series. If g(t)r:an be integrated in the interval [0,L], then

the Fourier sine series is as follows
8(t)=2+ > (b,sink't) 3)
n=1

., n
with k" = Z :n=1,2,...As for the Fourier coefficient, it is determined by the following formula:

L

L
a, = %jg(r)dr b, =%jg(r)sin k'tdt [15]

a

Definition 3
If the g (r) is function, or if g(—r)= g(r). then the Fourier coefficient b, =0 . Those the Fourier

series is called the Fourier cosine series. If g(t) can be integrated in the interval [0,L], then the
Fourier cosine series is as follows:

g(t)= ] +Z(a cosk r) )

1=l

—_
with k™ = Z :n=1,2,...As for the Fourier coefficient, it is determined by the following formula:

25 2%
ag :Ejg(;)dr .a, :zjg(r)msk‘rdr [15]

Fourier series semiparametric regression models with sine and cosine bases are given for the
longitudinal ddtd inthe fo]]owing equation'

_'r'f (Jr + Zﬂpl pif + Z(K‘r tij a‘”f -t Z (aUr CO‘H’({‘ +b QInk“m )) + Sr'j' (5)

=1

Fourier series estimd.torr. in semiparametric regression with sine and cosine bases for longitudinal data
are as follows:

f.ﬁr.j. +Z/3p, M+Z(}fwrw+ +Z(a ;coskt,, +bwrsmkrw)) (6)

p=1

3. The Criteria for Goodness of Fit

The goodness indicator model of semiparametric regression by Fourier series in longitudinal data can
be seen asfollow:

@ ean Square Error (MSE) danGeneralized Cross Validation (GCV)

Mean Square Error (MSE) is the estimated value of the error variance determined by the following
equation:

MSE[k, [k, , ...k, 1= (nm) ' y" (I =Dk, ,ky ...k, 1) (1 —D{k, K, ...k, 1) y (7)
The model is considered good if the MSE value is minimum.

Aside from the minimum MSE seen, GCV indicators are also very influential for the best models.
GCV values are expressed in the following equation

GCV (k,,ky,....k,) = _HMSE(k],kZ,...,k") 3
- ((nm)"trace(] = D[k, k,,....k 1))

®)
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One of the criteria used in the selection of the best model is to use the coefficient of determination R” .

The coefficient of determination R*is a quantity that describes the percentage of variation in the
response variable explained by the predictor variable, given the formula of the coefficient of
determination as follows:
._(3-9) (3-9)
R =-——rre—r ©
(y-¥) (y-¥)
4. The Data and Procedure
The procedure in analyzing data related to electricity usage in Maduraisland by using semiparametric
regression for longitudinal data based on three Fourier series estimator forms as follows:
a. Literature study about the usage of electricity usage at Madura island, and its relationship to the
predictor variables.
b. The variable analysed by statistic descriptive approach based on minimum, average and maximum
values.
c. Maintain the general form of three Fourier series estimators including cosines, sines or both of
them.
. Set the GCV value for oscillation parameters in datatraining.
Chose the smallest GCV value, after that select the MSE and determination coefficient.
Compare three Fourier series estimators that will be usein Madura island electricity.
. Determine the smallest GCV value, MSE value and the largest determinationcoefficient value as
the best model.

oo o

5. Result and Discussion
Wheoritrical Result Based on WLS Optimation
Semiparametric regression is a combination of parametric regression and nonparametric regression.
Parametric regression in this case is approximated by a linear function while nonparametric regression
is approximated by the Fourier series, namely cosines, sines and combined sines and cosines. The
smallest square of the regression curve error which is approached by WLS.The semiparametric
regression equation for longitudinal data is as in equation (1). Equation (1) can be written in
interesting form as follows:
Y=Xp+Tn+e (10)
for the vector component ¥,X,/,&is same for each Fourier series, but the difference is

T

sin ?

T

cos ?

T cos ANA 770 1 Mo - Then the matrix form containing nonparametric components based
on sinus, cosinus and combination sinus and cosinus as in equation (5). so, T, .T. . .T., .. and

M Moo +Mincos SUch as follows:

Then the 7, matrix and the parameter 5, will be given :

S

tyy Losing, e simk, oo, 1 sint, e sinkr, e 0D 0 0 00 0 0

ty, 1 osingy, - sink, - 1, 1 sinf, - sinkr, - 0 0 0 . 0 w000 0o 0

fye Losimf e osinkt, oo ot 1 sint e sinkt, - 00 0 0 - 00 0 0
r_=| %t : : : oo : : : RN : : : ool : : :

0 0 o0 0 w000 U 0 et bosing e sinkn oo sinkt, |

0 0 0 0 - 00 0 0 e ey bosing e simkr ety 1 - sinkt,

0 0 o0 0 w000 U 0 et bosme e sinkn e f 1 sing - sinkn |
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1
a a a, a
_ 011 01 ) n Oln
Usin_{yn, 2 ,b]”,....,b“].,....,}/“, 2 b]n"'“’bm'!“"’y]m ) "b]n]"'""bl.]n"“"’yln" 2 "blln"'“’bi.ln
T, matrix and the parameter 7, will be given
ty 1 ocost, coskt,, ty 1 costy, coski,, 0 0 0 0 00 0 0
tp 1ocost, cosh, f,, 1 cost, coskt, [ 0 0 0 0 0 0
f bocost coskt, fy 1ocost, cosk, 0 0 0 0 00 0 0
0 0 0 0 0 0 o0 0 he 1 ocost, oos ki, t, 1 cost, cosht,,
[ 0 0 00 0 0 . 1 cost, coskt, t, 1 cost, cos ki, ,
[ 0 0 00 0 0 b 1 ocost - coskr ty 1 cost oo coskr
1
— a( a()}] a()]n a()ln
qms_[y]] 2 TR S TREEY TR 2 syppaeeeslygpseees Vi, 2 s seesygyaeees Yins =0 7 RCTERRR LA
T.,,... matrix and the parameter 7, . will be given
T 0 -« 0
07, - 0
zinmu: : . .. .
0 0 0 T
(o7 T
'?sium.\ - '7] '?'?2 "“‘*m
With
ty, 1 cost,, ~--- coskt, sint,, --- sinkt,,
1 cost,, --- coskt, sint,, --- sinkt,
] 1 l COS"‘] Lt o C(]Sk"‘]]rn sin P‘]]m o sin k'r] T
T
o
[}/11 a]]]"""aul’b]]]’“'"bul
2
rhr] 1 COS"‘M] . €o8 k'rhr] sin 'rhr] . sin k'rhr]
B rm, 1 cost,, --- coski, sint, --- sinki,,
r}nm 1 cos 'rfnm ) Cos k"brm sin 'rinm oo Sin k"brm
a‘ T
) In
’7 }/ln ]l|1"'""ailn"b]m""'"b.kln)

By using the WLS method the error is minimized through the following equation:

min (B, 1) = ming"we = min(y - Xp-Tn

]T w(y-Xp-Tn)

(1)
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R(B,m) = (y—XB—Tn)" W(y - Xp—Tn)

= yTWy - ZyTWXB - ZI]TTTWy + ZBTXT WIn+ BTXT WX+ I]TTTWTI]
To get the estimator of the parameter [§ and parameter i by doing individual derivatives R(f,n)
against 3 and n by doing the translation in equation (11), the final result becomes

B=(X"WX) (X "Wy -X"WTq} (12)
and
ii=(T'WT) " {T"Wy - T"WXp) (13)

Estimators in equations (12) and (13) arefreeparameter so an estimator that is free from parameters
with mutual substitution must be sought. To get free parameters, substitute equation (12) for equation
(13). So the final result becomes

B=M(X"WX)" {x"' ~X"WT(T"WT) T"'} (14)
B =B(K)y

and

A=N(T'WT)" {T"' ~T"WX(X"WX)' x"'} Wy (15)
n=CK)y g

After getting the estimator for parametric and nonparametric components, the next determinant is the
@miparametric regression model estimator by using the Fourier Series approach

J=Xp+Ti
=XB(K)y + TC(K)y
= (XB(K)+ TC(K))y

was obtained

§ =D(K)y with D(K) = XB(K)+ TC(K)

The Application result

The application of a fourier series semiparametric regression estimator for longitudinal data is
electricity consumption on the island of Madura. Focus of this study is to investigate the pattern of the
relationship between electricity usage with variables that are considered influential. Some variables
that are considered influential include observation time. extinction time, loss power, temperature and
humidity.an example of the characteristics of electricity usage in Madura island is Sumenep city.

30.00
20.00

10.00

1 3 5 7 9 1113 15 17 19 21 23

Figure 1. The use of electricity to time of observation in the year 2016 - 2017 in Sumenep

In Figure 1 shows the relationship between electricity consumption and the observation time at
Sumenep forming a regular pattern or forming a linear pattern.
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Figure 2. The use of electricity to extinction in the year 2016-2017 in Sumenep
In Figure 2 the relationship between electricity usage and the duration of blackouts tends to form

irregular pattern, the longest blackouts in Sumenep is 65 hours 62 minutes, then the lowest
extinguishing is 4 hours 35 minutes.

100
80 L ]
®,
60 [}
40
20

2.00 4.00 6.00 8.00 10.00

Figure 3. The use of electricity to humidity in the year 2016 - 2017 in Sumenep

Figure 3 shows the relationship between electricity usage and humidity in Sumenep forming irregular
patterns, so that the greatest humidity in Sumenep is 82 RH while the lost power is 61 RH
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Figure 4. Percentage of electricity usage to loss power in the year 2016 - 2017 in Sumenep
Figure 4 shows the relationship between the percentage of electricity consumption and the percentage

of power loss in Sumenep forming an irregular pattern.The greatest power loss in Sumenep is 1.79
percent and lowest power loss is (.66 percent.
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Figure 5. The use of electricity to temperature in the year 2016 - 2017 in Sumenep

According to figure the relationship between electricity consumption and temperature in Sumenep
forming irregular patterns so that the highest temperature in Sumenep is 35.3°C, while the lost power

is 24.2°C.

The results of the optimal GCV value that calculated to R software using training data are

presented in the following table:

Table 1. GCV value based on Fourier series that include cosines and sines estimator.

k GCV Value
6 3.259924
7 0.091499
8 2.241445

Table 2. GCV value based on Fourier sines series estimator.

k GCV Value
13 2.955666
14 0.113803
15 1.092435

Table 3. GCV value based on Fourier cosines series estimator.

k GCV Value
32 1.166078
33 0.828635
34 1.493572

Based on Tablel. the minimum GCV value is 0.091499 with k equal to 7 is chosen. Based on
optimal osilation parameter value (k) as equal as 7.Based on the results of calculations using
R software, the parameter values in the model can be written as follows:

¥, =6.069—4.64x, , +9.299+1.36%
—2.195¢082¢,;; +...+2.1844sin 6t, ;, + 1.383sin 71

1j4

—8.3157cost

11

1j1

1j4

$, =12.409-10.069x, ,, +6.5049+6 2461, , —5.7119c0st, ,
—4.8311c0821, ;, +...—1.7806sin 61, ,, +6.410sin 7, .,

3,, =4.922-363x,,, +4.992 +2.07061, , —1.525cost, ,
~3.846C05 21, , +...+2.174sin6r, , +4971sin7t,
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$., =4.768—=371x,;, —4.941+2 4351z, , +40792cos, ,
+4.163¢08 21, +...—2.220sin 61, ,, —2.48455in 71

474 44

The best estimator based on Fourier series is longitudinal data which have sine and cosine in
semiparametric regression. It will be the simplest estimators form when Fourier sine compared with
Fourier cosine series. For estimators based on Fourier sines and cosines, optimal oscillation
parameters can be reached when kequal to 7. For Fourier sine series estimator, based on Table 2,
optimal oscillation parameters can be reached whenk equals 14. For Fourier series estimators that
include cosines, based on Table 1 , the optimal oscillation parameter can be reached when kequals to
33

6. Conclusion

The usage of electricity in Madura island depends on the capacity of the existing power. To make
plans and targets, the adfiition of power on the island of Madura is modeled based on the best
@ miparametric regession for longitudinal data based on the Fourier series estimator. The k parameter
can be selected based on the minimum GCV value. the selection of minimum GCV has an effect on
the small MSE value, so the model can be used according to application. The government must
manage the electricity that happened at Madura island. One way that can be doneby government is by
maintaining the stability of electricity supply in each regency regulating.
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